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1. INTRODUCTION

Beside the well known Wolfe dual [10], Mond and Weir [14] proposed a
number of different duals for nonlinear programming problems with nonnega-
tive variables and proved various duality theorems under appropriate pseudo-
convexity / quasi-convexity assumptions.

The study of second order duality is significant due to the computational
advantage over first order duality as it provides tighter bounds for the value
of the objective function when approximations are used [7, 9, 12, 19]. Man-
gasarian [9] considered a nonlinear programming and discussed second order
duality under inclusion condition. Mond [12] was the first who present second
order convexity. He also gave in [12] simpler conditions than these of Man-
gasarian using a generalized form of convexity which was later called second
order convexity by Mahajan [8] and bonvexity by Bector and Chandra [3].
Zhang and Mond [20] established some duality theorems for second-order du-
ality in nonlinear programming under second order B-invexity or generalized
second-order B-invexity, defined in their paper. In [2, 14] it was shown that
second order duality can be useful from computational point of view, since one
may obtain better lower bounds for the primal problem than otherwise. The
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case of some optimization problems that involve n-set functions was studied
by Preda [17].

The case of higher-order symmetric duality for nondifferentiable multiob-
jective programming problems was considered by Chen [4]. Here, the duality
results are given under higher-order F -convexity or generalized higher-order
F -convexity assumptions.

In this paper, we start by defining in Section 2 the higher-order (F, ρ, γ, b)-
convexity and generalized higher-order (F, ρ, γ, b)-convexity. In Section 3 we
formulate a pair of symmetric higher-order multiobjective programming prob-
lems considered by Chen [4], where each of the objective function contains a
support function of a compact convex set. Relative to the classes of functions
introduced in Section 2, under appropriate higher-order (F, ρ, γ, b)-convexity
conditions, where F is not necessary a sublinear function, we prove the higer-
order weak, higher-order strong and higher-order converse duality theorems
related to a properly efficient solution.

2. NOTATION AND DEFINITIONS

We denote by R
n the n-dimensional Euclidean space, and by R

n
+ its

nonnegative orthant. Further, R
∗
+ = {x ∈ R | x > 0} .

For any vectors x ∈ R
n, y ∈ R

n, we denote: x�y =
n∑

i=1
xiyi.

Let C ⊂ R
n be a compact convex set. The support function of C is

defined by

s (x | C) = max
{
x�y | y ∈ C

}
.

Being convex and everywhere finite, it has a subdifferential [18], that is, there
exists z ∈ R

n such that

s (y | C) ≥ s (x | C) + z� (y − x) for all y ∈ C.
The subdifferential of s (x | C) is given by

∂s (x | C) =
{
z ∈ C | z�x = s (x | C)

}
.

For any set D ⊂ R
n, the normal cone to D at a point x ∈ D is defined by

ND(x) =
{
y ∈ R

n | y� (z − x) ≤ 0, for all z ∈ D
}
.

For a compact convex set C we obviously have y ∈ NC(x) if and only if
s (y | C) = x�y, or equivalently, if x ∈ ∂s (y | C) .
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Let us consider H : R
n → R

p, G : R
n → R

q, and X ⊂ R
n. We define the

multiobjective programming problem

(P)
{

minimize H(x)
subject to G(x) ≥ 0, x ∈ X

We denote the set of feasible solutions of (P) by P, that is,

P = {x ∈ X | G(x) ≥ 0} .
Definition 2.1. A vector x̄ ∈ P is an efficient solution of (P) if there exists

no other x ∈ P such that H(x̄)−H(x) ∈ R
p
+\ {0} , that is, Hi(x) ≤ Hi(x̄) for

all i ∈ {1, . . . , p} , and for at least one j ∈ {1, . . . , p} we have Hj(x) < Hj(x̄);
x̄ ∈ P is said to be a weak efficient solution of (P) if there exists no x ∈ P
such that for all i ∈ {1, . . . , p} , Hi(x) < Hi(x̄).

Definition 2.2. An efficient solution x̄ ∈ P of (P) is properly efficient,
if there exists a positive number M such that, whenever Hi(x) < Hi(x̄) for
x ∈ P and i ∈ {1, . . . , p} , there exists j ∈ {1, . . . , p} such that Hj(x) > Hj(x̄)
and Hi(x̄)−Hi(x)

Hj(x)−Hj(x̄) ≤M.

We denote by ∇f(x̄) the gradient vector at x̄ of a differentiable function
f : R

p → R, and by ∇2f(x̄) the Hessian matrix of f at x̄. For a real-valued
twice differentiable function ψ(x, y) defined on an open set in R

p × R
q, we

denote by ∇xψ (x̄, ȳ) the gradient vector of ψ with respect to x at (x̄, ȳ) , and
by ∇xxψ (x̄, ȳ) the Hessian matrix with respect to x at (x̄, ȳ) . Similarly, we
may define ∇yψ (x̄, ȳ) , ∇xyψ (x̄, ȳ) and ∇yyψ (x̄, ȳ) .

Let us consider a function F : X ×X × R
n → R (where X ⊆ R

n) with
the property that for all (x, y) ∈ X ×X, we have

(i) F (x, y; · ) is a convex function,

(ii) F (x, y; 0) ≥ 0.

If F satisfies (i) and (ii), we obviously have F (x, y;−a) ≥ −F (x, y; a)
for any a ∈ R

n.
Let us consider, for example, F (x, y; a) = ‖a‖ + ‖a‖2 , where a depends

on x and y. This function satisfies (i) and (ii), but it is neither sub-additive,
nor positive homogeneous, that is, the relations

(i′) F (x, y; a+ b) ≤ F (x, y; a) + F (x, y; b) ,

(ii′) F (x, y;λa) = λF (x, y; a)

are not fulfilled for any a, b ∈ R
n and λ ∈ R, λ ≥ 0.

We may conclude that the class of functions that verify (i) and (ii) is
more general than the class of sub-linear functions with respect the third ar-
gument, i.e. those which satisfy (i′) and (ii′). We notice that till now, most
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results in optimization theory were stated under generalized convexity assump-
tions involving functions F which are sub-linear. The results of this paper are
obtained by using weaker assumptions with respect to the function F.

Let us consider functions b : X×X → R+, d : X×X → R+, γ : X×X →
R
∗
+, and a number ρ ∈ R. Further, we suppose that F : X × X × R

n → R

satisfies (i) and (ii) and that ϕ : X → R and h : X×R
n → R are differentiable

functions. We introduce in the subsequent definition the class of higher-order
(F, ρ, γ, b)-convexity.

Definition 2.3. • We say that ϕ is higher-order (F, ρ, γ, b)-convex at
u ∈ X with respect to h, if for all (x, y) ∈ X × R

n we have

(2.1)
b (x, u) (ϕ(x) − ϕ (u)) ≥ F (x, u; γ (x, u) [∇ϕ (u) + ∇yh (u, y)])+

+b (x, u)
(
h (u, y) − y� [∇yh (u, y)]

)
+ ρd (x, u) .

• We say that ϕ is higher-order (F, ρ, γ, b)-pseudo-convex at u ∈ X with
respect to h, if for all (x, y) ∈ X × R

n we have

F (x, u; γ (x, u) [∇ϕ (u) + ∇yh (u, y)]) ≥ −ρd (x, u)

=⇒ b (x, u) (ϕ(x) − ϕ (u)) ≥ b (x, u)
(
h (u, y) − y� [∇yh (u, y)]

)
.

• We say that ϕ is higher-order (F, ρ, γ, b)-quasi-convex at u ∈ X with
respect to h, if for all (x, y) ∈ X × R

n we have

b (x, u) (ϕ(x) − ϕ (u)) ≤ b (x, u)
(
h (u, y) − y� [∇yh (u, y)]

)
=⇒ F (x, u; γ (x, u) [∇ϕ (u) + ∇yh (u, y)]) ≤ −ρd (x, u) .

• If ϕ is higher-order (F, ρ, γ, b)-convex (pseudo/quasi-convex) at each
u ∈ X with respect to the same function h, then ϕ is said to be higher-order
(F, ρ, γ, b)-convex (pseudo/quasi-convex) on X with respect to h.

• If −ϕ is higher-order (F, ρ, γ, b)-convex (pseudo/quasi-convex) at u ∈
X with respect to h, then ϕ is said to be higher-order (F, ρ, γ, b)-concave
(pseudo/quasi-concave) at u ∈ X with respect to h.

Remark 2.1. The elements ρ, γ and b give more felexibility that the
defined properties hold for all (x, y) ∈ X × R

n. In particular, if we consider
the case where ρ = 0 and b ≡ 1, γ ≡ 1, then

1. The above definition reduce to Definition 4 of Chen [4].
2. When h (u, y) = y�∇uuϕ (u) y/2 and F (x, u; a) = η (x, u)� a, where

η : X×X → R
n, the higher-order (F, ρ, γ, b)-(pseudo/quasi)-convexity reduces

to η-(pseudo/quasi)-bonvexity in [5, 16].
3. When h (u, y) = y�∇uuϕ (u) y/2 and F (x, u; a) = η (x, u)� a, where

η : X×X → R
n, the higher-order (F, ρ, γ, b)-(pseudo/quasi)-convexity reduces

to the second-order F (pseudo/quasi) invexity in [6].
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4. When h(u, y)=−y�∇uϕ(u)+ψ(u, y) and F (x, u; a)=α(x, u)a�η(x, u),
where α : X × X → R+\ {0} , η : X × X → R

n are positive functions, and
ψ : X × R

n → R is a differentiable function, the higher-order (F, ρ, γ, b)-
(pseudo/quasi)-convex function becomes the higher-order (pseudo/quasi)
type I function in [11, 15].

Example. We present here a function which is higher-order (F, ρ, γ, b)-
convex. We can proceed similarly for the other classes of functions introduced
in Definition 2.3. Let us consider X = (0,∞) and

ϕ : X → R, ϕ(x) = x log x, h : X × R → R, h (u, y) = −y log u.

Obviously, ϕ is not convex. We have

∇uϕ (u) = 1 + log u, ∇uuϕ (u) =
1
u
, ∇yh (u, y) = − log u.

Let us consider F : X ×X × R → R defined by F (x, y; a) = |a| + |a|2,
which satisfies (i) and (ii) and is not sublinear.

Before proceeding, it is worth to notice that in this example we have

h (u, y) = −y log u �= 1
2
y�∇uuϕ (u) y =

y2

2u
,

i.e., h (u, y) has not the form used in [5, 16], as we mentioned in Remark 2.1
(item 2). Further, if we consider the case presented in Remark 2.1 (item 4),
we see that

−y�∇uϕ (u) + ψ (u, y) = −y (1 + log u) + ψ (u, y) ,

and if we take ψ (u, y) = y, then h (u, y) = −y log u has the same form as in
[11, 15], but now our mapping F is not sublinear as required there.

Let us define the functions

b (x, u) =




xu (1 + xu)
x log x− u log u

if (x log x− u log u) > 0,

0 if (x log x− u log u) ≤ 0,

γ (x, u) = xu, d (x, u) = xu+ x2u2.

Since

∇ϕ (u) + ∇yh (u, y) = 1 + log u− log u = 1,

h (u, y) − y∇yh (u, y) = −y log u− y (− log u) = 0,

we have
F (x, u; γ (x, u) [∇ϕ (u) + ∇yh (u, y)]) = xu+ x2u2,

and relation (2.1) becomes

1 ≥ 1 + ρ if (x log x− u log u) > 0, 0 ≥ 1 + ρ if (x log x− u log u) ≤ 0.
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It now follows that for ρ ≤ −1 the function ϕ (x) = x log x is higher-order
(F, ρ, γ, b)-convex at u ∈ X with respect to h (u, y) = −y log u.

3. HIGHER-ORDER SYMMETRIC DUALITY

We consider in this section twice differentiable functions

fi : R
n × R

m → R, gi : R
n × R

m × R
n → R, hi : R

n × R
m × R

m → R

and compact convex sets Ci ⊂ R
n and Di ⊂ R

m, for i = 1, 2, . . . , p.
We define the following pair of higher-order symmetric multiobjective

dual problems (cf. Chen [4]).

(MP)

minimize
 f1(x, y) + s(x |C1) − y�z1 + h1(x, y, π1) − π�1 [∇π1h1(x, y, π1)]

...
fp(x, y) + s(x |Cp) − y�zp + hp(x, y, πp) − π�p

[∇πphp(x, y, πp)
]



subject to

(3.1)
p∑

i=1

λi [∇yfi(x, y) − zi + ∇πihi (x, y, πi)] ≤ 0,

(3.2) y�
p∑

i=1

λi [∇yfi (x, y) − zi + ∇πihi (x, y, πi)] ≥ 0,

(3.3) zi ∈ Di, i = 1, . . . , p, λ > 0,
p∑

i=1

λi = 1,

and

(MD)

maximize
 f1(u, v) − s(v |D1) + u�w1 + g1(u, v, µ1)− µ�1 [∇µ1g1(u, v, µ1)]

...
fp(u, v) − s(v |Dp) + u�wp + gp(u, v, µp)− µ�p

[∇µpgp(u, v, µp)
]



subject to

(3.4)
p∑

i=1

λi [∇ufi (u, v) + wi + ∇µigi (u, v, µi)] ≥ 0,

(3.5) u�
p∑

i=1

λi [∇ufi (u, v) + wi + ∇µigi (u, v, µi)] ≤ 0,
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(3.6) wi ∈ Ci, i = 1, . . . , p, λ > 0, λ�e = 1.

Since the objective functions of (MP) and (MD) contain the support
functions s (x | Ci) and s (v | Di) , i = 1, . . . , p, these problems are nondifferen-
tiable multiobjective programming problems.

Remark 3.1. If p = 1 and h1 (x, y, π1) = π�1 ∇yyf(x, y)π1/2, g1 (u, v, µ1) =
µ�1 ∇xxf (u, v)µ1/2, then (MP) and (MD) become the second-order symmetric
problems considered by Hou and Yang [6]. In addition, if C1 is defined by

Ci =
{
Biv | v�Biv ≤ 1

}
,

we obtain the pair of Wolfe type second order nondifferentialbe symmetric
programs considered by Ahmad and Husain [1]. Also, in this case, if π1 = µ1 =
0, we obtain a pair of symmetric dual nondifferentiable programs considered
in Mond and Schechter [13].

In the sequel we shall establish weak, strong and converse duality the-
orems under (F, ρ, γ, b)-convexity type assumptions. For this, we consider
functions bi : R

n × R
m × R

n × R
m → R+, d : R

n × R
m × R

n × R
m → R+,

γ : R
n × R

m → R
∗
+, γ′ : R

n × R
m → R

∗
+ and numbers ρi, ρ

′
i ∈ R, i = 1, . . . , p.

Further, we suppose that the functions F : R
n × R

n × R
n → R and G :

R
m × R

m × R
m → R enjoy properties (i) and (ii) and satisfy the condition

(3.7)
F (x, u; γ(x, y)α) + α�y ≥ 0 for all α ∈ R

n
+

G (v, y; γ′ (x, u) β) + β�y ≥ 0 for all β ∈ R
m
+ .

We suppose also that following conditions are satisfied:

(j1) the functions fi ( · , v) + ( · )�wi are higher-order (F, ρi, γ, bi)-convex
at u with respect to gi (u, v, µi) , i = 1, 2, . . . , p;

(j2) the functions fi (x, · )−( · )� zi are higher-order (G, ρ′i, γ
′, bi)-concave

at y with respect to −hi (x, y, πi) , i = 1, 2, . . . , p;

(j3)
p∑

i=1
λi (ρi + ρ′i) ≥ 0.

Theorem 3.1 (Weak duality). Let (x, y, λ, z1, z2, . . . , zp, π1, π2, . . . , πp)
be a feasible solution of (MP) and (u, v, λ,w1, w2, . . . , wp, µ1, µ2, . . . , µp) a
feasible solution of (MD). Then the inequalities below cannot hold simulta-
neously:

(I) for all i ∈ {1, 2, . . . , p} ,

(3.8)
fi(x, y) + s (x | Ci) − y�zi + hi (x, y, πi) − π�i [∇πhi (x, y, πi)] ≤
≤ fi (u, v) − s (v | Di) + u�wi + gi (u, v, µi) − µ�i [∇µgi (u, v, µi)] ;
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(II) for at least one j ∈ {1, 2, . . . , p} ,

(3.9)
fj(x, y) + s (x | Cj) − y�zj + hj (x, y, πj) − π�j [∇πhj (x, y, πj)] <

< fj (u, v) − s (v | Dj) + u�wj + gj (u, v, µj) − µ�j [∇µgj (u, v, µj)] .

Proof. Since (x, y, λ, z1, z2, . . . , zp, π1, π2, . . . , πp) is a feasible solution of
(MP) and (u, v, λ,w1, w2, . . . , wp, µ1, µ2, . . . , µp) is a feasible solution of (MD),
by (3.7) and (3.4) we get

F

(
x, u; γ(x, y)

p∑
i=1

λi [∇ufi (u, v) + wi + ∇µgi (u, v, µi)]
)

+

+
p∑

i=1
λi [∇ufi (u, v) + wi + ∇µgi (u, v, µi)]

� u ≥ 0.

By (3.5) we have

(3.10) F

(
x, u; γ(x, y)

p∑
i=1

λi [∇ufi (u, v) + wi + ∇µgi (u, v, µi)]

)
≥ 0.

It follows from the higher-order (F, ρi, bi)-convexity of fi ( · , v)+( · )� wi

at u with respect to gi (u, v, µi) that

(3.11)

bi (x, y, u, v)
([
fi (x, v) + x�wi

]− [fi (u, v) + u�wi

]) ≥
≥ F (x, u; γ(x, y)[∇ufi (u, v) + wi + ∇µgi (u, v, µi)]) +

+bi (x, y, u, v)
[
gi (u, v, µi) − µ�i ∇µgi (u, v, µi)

]
+ ρid (x, y, u, v) .

Since F satisfies (i) and (ii), and λ > 0, λ�e = 1, from (3.4), (3.10) and (3.11)
we get

p∑
i=1

λibi (x, y, u, v)
([
fi (x, v) + x�wi

]− [fi (u, v) + u�wi

]) ≥
≥ F

(
x, u; γ(x, y)

p∑
i=1

λi [∇ufi (u, v) + wi + ∇µgi (u, v, µi)]
)

+

+
p∑

i=1
λibi (x, y, u, v)

[
gi (u, v, µi) − µ�i ∇µgi (u, v, µi)

]
+

p∑
i=1

λiρid (x, y, u, v) ≥

≥
p∑

i=1
λibi (x, y, u, v)

[
gi (u, v, µi) − µ�i ∇µgi (u, v, µi)

]
+

p∑
i=1

λiρid (x, y, u, v)

that is,

(3.12)
p∑

i=1

λibi(x, y, u, v)fi(x, v)≥
p∑

i=1

λibi(x, y, u, v)[fi(u, v)−x�wi+u�wi]+

+
p∑

i=1

λibi(x, y, u, v)[gi(u, v, µi)−µ�i ∇µgi(u, v, µi)]+
p∑

i=1

λiρid(x, y, u, v).
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On the other hand, from (3.1) and (3.7) we get

G

(
v, y;−γ′ (v, y)

p∑
i=1

λi [∇yfi(x, y) − zi + ∇πhi (x, y, πi)]
)
−

−y�
p∑

i=1
λi [∇yfi (x, y) − zi + ∇πhi (x, y, πi)] ≥ 0,

which, by using (3.2), imply

(3.13) G

(
v, y;−γ′ (v, y)

p∑
i=1

λi [∇yfi(x, y) − zi + ∇πhi (x, y, πi)]

)
≥ 0.

Now, using the fact that fi (x, · ) − ( · )� zi is higher-order (G, ρ′i, bi)-
concave at y with respect to −hi (x, y, πi) , we have

(3.14)

−bi (x, y, u, v)
([
fi (x, v) − v�zi

]− [fi(x, y) − y�zi
]) ≥

≥ G (v, y;−γ′ (v, y) [∇yfi(x, y) − zi + ∇πhi (x, y, πi)]) +

+bi (x, y, u, v)
[−hi (x, y, πi) + π�i ∇πhi (x, y, πi)

]
+ ρ′id (x, y, u, v) .

Since G satisfies (i) and (ii), λ > 0, λ�e = 1, from (3.13) and (3.14) we have

(3.15)
p∑

i=1
λibi(x, y, u, v)fi(x, v)≤

p∑
i=1
λibi(x, y, u, v)[fi(x, y)+v�zi−y�zi]+

+
p∑

i=1

λibi(x, y, u, v)[hi(x, y, πi)−π�i ∇πhi(x, y, πi)]−
p∑

i=1

λiρ
′
id(x, y, u, v).

From (3.12) and (3.15) we obtain
p∑

i=1
λibi (x, y, u, v) [fi (u, v) − x�wi + u�wi + gi (u, v, µi)−

−µ�i ∇µgi (u, v, µi)] +
p∑

i=1
λi (ρi + ρ′i) d (x, y, u, v) ≤

p∑
i=1

λibi (x, y, u, v)
[
fi(x, y) + v�zi − y�zi + hi (x, y, πi) − π�i ∇πhi (x, y, πi)

]
.

Now, since
p∑

i=1
λi (ρi + ρ′i) ≥ 0 and x�wi ≤ s (x | Ci) , v�zi ≤ s (v | Di) ,

the last inequality yields
p∑

i=1
λibi(x, y, u, v)[fi(u, v)−s(v |Di)+u�wi+gi(u, v, µi)−µ�i ∇µgi(u, v, µi)]≤

≤
p∑

i=1
λibi(x, y, u, v)[fi(x, y)+s(x |Ci)−y�zi+hi(x, y, πi)−π�i ∇πhi(x, y, πi)],

which proves the assertion of the theorem. �
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Remark 3.2. Following the same lines as in the previous proof, we easily
can prove other variants of Theorem 3.1 under the same assumptions, but
replacing in the statement the corresponding conditions by those below:

• the functions fi ( · , v) + ( · )�wi are higher-order (F, ρi, γ, bi)-pseudo-
convex at u with respect to gi (u, v, µi) , i = 1, 2, . . . , p;

• the functions fi (x, · )− ( · )� zi are higher-order (G, ρ′i, γ
′, bi)-pseudo-

concave at y with respect to −hi (x, y, πi) , i = 1, 2, . . . , p;
respectively,

• the functions fi ( · , v) + ( · )�wi are higher-order (F, ρi, γ, bi)-quasi-
convex at u with respect to gi (u, v, µi) , i = 1, 2, . . . , p;

• the functions fi (x, · ) − ( · )� zi are higher-order (G, ρ′i, γ
′, bi)-quasi-

concave at y with respect to −hi (x, y, πi) , i = 1, 2, . . . , p.

Remark 3.3. If in Theorem 3.1 we take bi (x, y, u, v) ≡ 1 and ρi = ρ′i = 0
for all i = 1, 2, . . . , p, as well as γ(x, y) ≡ 1 and γ′ (v, y) ≡ 1, then we obtain
Theorem 1 of Chen [4].

Now, under appropriate conditions, we state a strong duality and a con-
verse duality theorem relative to problems, (MP) and (MD) which can be
proved following the lines in [4].

Theorem 3.2 (Strong duality). Let
(
x̃, ỹ, λ̃, z̃1, z̃2, . . . , z̃p, π̃1, π̃2, . . . , π̃p

)
be a feasible solution of (MP) and assume that

(k1) for all i ∈ {1, . . . , p} we have hi (x̃, ỹ, 0) = 0, gi (x̃, ỹ, 0) = 0,
∇πhi (x̃, ỹ, 0) = 0, ∇yhi (x̃, ỹ, 0) = 0, ∇xhi (x̃, ỹ, 0) = ∇µgi (x̃, ỹ, 0);

(k2) for all i ∈ {1, 2, . . . , p} the Hessian matrix ∇ππhi (x̃, ỹ, π̃i) is positive
or negative definite;

(k3) the vectors ∇yfi (x̃, ỹ)− z̃i +∇πhi (x̃, ỹ, π̃i) , i = 1, 2, . . . , p, are linearly
independent;

(k4) for any α ∈ Rp
+, α �= 0, and πi ∈ Rm, πi �= 0, i = 1, 2, . . . , p, we have

p∑
i=1

αiπ
�
i [∇yfi (x̃, ỹ) − z̃i + ∇πhi (x̃, ỹ, πi)] �= 0.

Then
• π̃i = 0, i = 1, 2, . . . , p;

• there exist w̃i ∈ Ci such that
(
x̃, ỹ, λ̃, w̃1, w̃2, . . . , w̃p,

p times︷ ︸︸ ︷
0, 0, . . . , 0

)
is a

feasible solution of (MD).
Furthermore, if the assumptions of Theorem 3.1 are satisfied and the

functions bi(x̃, ỹ, x̃, ỹ) > 0, i = 1, 2, . . . , p, then
(
x̃, ỹ, λ̃, w̃1, w̃2, . . . , w̃p,
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p times︷ ︸︸ ︷
0, 0, . . . , 0

)
is a properly efficient solution of (MD) and the values of both

problems are equal.

Theorem 3.3 (Converse duality). Let
(
ũ, ṽ, λ̃, w̃1, . . . , w̃p, µ̃1, . . . , µ̃p

)
be

a properly efficient solution of (MD) and we assume that
(k1′) for all i ∈ {1, 2, . . . , p} we have hi (ũ, ṽ, 0) = 0, gi (ũ, ṽ, 0) = 0,

∇µgi (ũ, ṽ, 0) = 0, ∇xgi (ũ, ṽ, 0) = 0, ∇ygi (ũ, ṽ, 0) = ∇πhi (ũ, ṽ, 0) ;
(k2′) for all i ∈ {1, 2, . . . , p} the Hessian matrix ∇µµgi (ũ, ṽ, µ̃i) is positive

or negative definite;
(k3′) the vectors ∇xfi (ũ, ṽ)−w̃i+∇µgi (ũ, ṽ, µ̃i) , i = 1, 2, . . . , p, are linearly

independent;
(k4′) for any α ∈ Rp

+, α �= 0, and µi ∈ Rn, µi �= 0, i = 1, 2, . . . , p, we have
p∑

i=1

αiµ
�
i [∇xfi (ũ, ṽ) − w̃i + ∇µgi (ũ, ṽ, µ̃i)] �= 0.

Then
• µi = 0, i = 1, 2, . . . , p;

• there exist z̃i ∈ Di such that
(
ũ, ṽ, λ̃, z̃1 . . . , z̃p,

p times︷ ︸︸ ︷
0, . . . , 0

)
is a feasible

solution of problem (MP).
Furthermore, if the assumptions of Theorem 3.1 are satisfied and the

functions bi (ũ, ṽ, ũ, ṽ) > 0, i = 1, 2, . . . , p, then
(
ũ, ṽ, λ̃, z̃1 . . . , z̃p,

p times︷ ︸︸ ︷
0, . . . , 0

)
is

a properly efficient solution of (MP) and the values of both problems are equal.

We finally notice that the results obtained in this section about higher-
order weak, strong and converse duality are obtained by considering higher-
order (F, ρ, γ, b)-(pseudo-, quasi-) convexity assumptions. As a consequence,
some known results obtained previously in [3, 4, 6, 11, 12, 15, 16] can be
derived from ours as particular cases.
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